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Abstract

In order to define the nonlinear behaviour of a thermoacoustic system, it is important to find the regions
of parameter space where limit cycles exist. Continuation methods find limit cycles numerically in the time
domain, with no additional assumptions other than those used to form the governing equations. Once the
limit cycles are found, these continuation methods track them as the operating condition of the system
changes.

Most continuation methods are impractical for finding limit cycles in large thermoacoustic systems be-
cause the methods require too much computational time and memory. In the literature, there are therefore
only a few applications of continuation methods to thermoacoustics, all with low-order models.

Matrix-free shooting methods efficiently calculate the limit cycles of dissipative systems and have been
demonstrated recently in fluid dynamics, but are as yet unused in thermoacoustics. These matrix-free
methods are shown to converge quickly to limit cycles by implicitly using a ‘reduced order model’ property.
This is because the methods preferentially use the influential bulk motions of the system, whilst ignoring
the features that are quickly dissipated in time.

The matrix-free methods are demonstrated on a model of a ducted 2D diffusion flame, and the stability
limits are calculated as a function of the Peclet number and the heat release parameter. Both subcritical
and supercritical Hopf bifurcations are found. Physical information about the flame-acoustic interaction is
found from the limit cycles and Floquet modes. Invariant subspace preconditioning, higher order prediction
techniques, and multiple shooting techniques are all shown to reduce the time required to generate bifurcation
surfaces. Two types of shooting are compared, and two types of matrix-free evaluation are compared.
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1. Introduction

Thermoacoustic oscillations can occur whenever combustion takes place inside an acoustic resonator.
Unsteady combustion is an efficient acoustic source, and combustors have acoustic resonances at certain
frequencies. Therefore for suitable phase differences between combustion and acoustic perturbations, large-
amplitude self-excited limit cycles can occur.

The amplitude and phase between the acoustic perturbations and the heat release perturbations deter-
mine the thermoacoustic behaviour. This is often a strong function of the system parameters. Consequently,
suitable relationships for limit cycles are only found at certain parameter-amplitude combinations. Because
limit cycles are generally unwanted in a combustion system, we are interested in finding the safe operating
region of parameter space, where no limit cycles exist (and where no other high-amplitude states, such as
chaos, exist).
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Many methods have been used in the literature to find safe operating regions of thermoacoustic systems,
both in the frequency domain and the time domain. These methods can be divided into those that use linear
analysis and those that use nonlinear analysis.

The linear analyses describe the stability of infinitesimal perturbations around a steady state (fixed-
point). The operating region of the combustor is then defined to be safe when the steady state of the
combustor is linearly stable. In the frequency domain, a Flame Transfer Function (FTF) is often used
for linear analysis, both in computational [1, 2] and experimental [3, 4, 5, 6] studies. The FTF is a
transfer function between an acoustic perturbation and a heat release perturbation. It has both a frequency-
dependent phase and a frequency-dependent gain. The FTF is then coupled with a linear acoustic model of
the combustor, and the stability of the system is analysed using standard techniques from control theory.
The system is linearly unstable at operating conditions for which any frequency has a positive growth rate
in the coupled system.

In the time domain, the behaviour of small perturbations about the fixed point is described by a Jacobian
matrix. The eigenvalues of this matrix are used to define the linear stability of the system [7, 8, 9]. The
system is linearly unstable at operating conditions for which any eigenvalue, or complex pair of eigenvalues,
has a positive real part (growth rate). This analysis calculates the same safe operating region as that
calculated by the FTF approach.

Linear stability analyses can calculate the operating conditions at which the steady state is unstable, but
cannot predict the resulting behaviour of the system. The system can evolve to a limit cycle, a period-2"
limit cycle, chaos or another fixed point [10, 11, 12]. Linear stability analysis is often used in thermoacoustics
to estimate the frequencies of large-amplitude limit cycles. This is successful only when the heat release
varies approximately linearly with the acoustic amplitude.
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Figure 1: Schematic supercritical (a) and subcritical (b) Hopf bifurcations, in terms of the limit cycle
amplitude, as; and a system parameter P. The critical parameter, P,., is the parameter value where limit
cycles first occur. The linear stability limit, P, is the same as the Hopf bifurcation point. In the subcritical
Hopf bifurcation, there is a bistable region where there is both a stable fixed point and a stable limit cycle
(P, < P < P)). Triggering can occur in the bistable region.

Nonlinear analyses are required in order to calculate limit cycle amplitudes and mode shapes, and to
quantify the extent of any bistable operating regions. In thermoacoustics, it is common to see a branch of
limit cycles emerging from a Hopf bifurcation. A Hopf bifurcation is where a complex pair of eigenvalues
of the Jacobian matrix (for the fixed point) have zero real part. Hopf bifurcations in thermoacoustics are
either supercritical or subcritical, as shown schematically in Figure 1(a) and (b). Both types of bifurcation
have been seen in experimental combustors [13, 10, 11]. When subcritical Hopf bifurcations are present
in a system, triggering can occur from a linearly stable fixed point to a large amplitude limit cycle. This
triggering can be caused by a pulse [14, 15], background noise, or combustion noise [16, 17].

In the frequency domain, the Flame Describing Function (FDF) is commonly used to estimate limit
cycle amplitudes and to characterise the behaviour of experimental flames [18, 19]. The FDF is similar to
the FTF, but its gain and phase depend on the acoustic amplitude, as well as on the acoustic frequency.
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The FDF is nonlinear, but still has some remnants of a linear framework: it relies on a single-frequency in,
single-frequency out relationship. In other words, the flame response is discarded at frequencies other than
the forcing frequency. This assumption can lead to inaccuracy in the predicted limit cycle amplitudes if the
flame responds strongly at frequencies other than the forcing frequency.

In the time domain, continuation methods have been developed in the field of nonlinear dynamics to
track solutions to the governing equations, whilst varying system parameters. The solutions can be fixed
points, limit cycles, or bifurcation points. The behaviour of a fluid system, which may seem complex, can
often be understood in terms of attraction to and repulsion from these solutions [20]. Software packages such
as AUTO [21], MATCONT [22] and DDE-BIFTOOL [23] have been developed to track solutions of generic
time dependent systems. These software packages are powerful for systems with O(10) variables, but are
impractical for larger systems because they use direct solvers for the underlying linear algebra. Continuation
methods rely on the solution of a series of linear equations to find limit cycles, and the exact solution of
these linear equations becomes prohibitively expensive for larger systems, both in terms of computational
time and memory usage.

Matrix-free iterative methods can reduce both the time and memory required to solve these linear
equations [24, 25]. Matrix-free methods have recently been used to find cusp bifurcations [26] and limit
cycles in thermal convection [27], with O(10?) variables. Continuation of steady states has been performed
for thermal convection [28] using the matrix-free algorithms of the LOCA package [29], of which some
subroutines are used in this paper. Limit cycles have also been extracted from turbulent Couette flow [30]
with O(10°) variables, and turbulent pipe flow [31] with O(10%) variables, using matrix-free methods and
hook-step optimisation routines. For larger systems, multiple-shooting techniques have been used to reduce
the computational time to find limit cycles, and have been used for Navier-Stokes flows [32] and ocean
modelling [33], with up to O(10°) variables. The stability of the resulting solutions can also be found using
matrix-free methods, such as the Arnoldi [34] or Krylov-Schur [35] algorithms.

Because combustion and fluids systems are dissipative, only a few bulk fluid motions are influential in
the long time limit. This means that matrix-free methods are particularly well suited to finding limit cycles.
The iterative methods inexactly solve the linear equations by implicitly using these influential bulk motions,
whilst ignoring features that are quickly dissipated in time.

Continuation methods have been used in the field of thermoacoustics to calculate limit cycles and sub-
/supercritical bifurcations [7, 15, 8, 9], but only for small systems with O(10) variables. To investigate
coupled flame-acoustic interaction, however, it is necessary to model the flame shape, which even in reduced
order models requires O(10? — 10%) variables.

The aim of this paper is to present a method for finding limit cycles in large thermoacoustic systems,
using an iterative matrix-free continuation technique. The technique is able to calculate the safe operating
region of the thermoacoustic system in the time domain, and find the mode shape and frequencies of any limit
cycles. The paper begins by introducing two shooting methods and by introducing the iterative techniques
used to converge to the limit cycles. The paper then describes how the iterative process can be achieved with
matrix-free techniques. Additional methods of increasing the efficiency of the continuation process, such as
invariant subspace preconditioning, adaptive step sizing, and higher order prediction are then discussed.
The numerical methods are then demonstrated on a model of a 2D diffusion flame in an acoustic duct in
section 6. The shooting methods and matrix-free techniques are compared and discussed. The paper ends
with a description of multiple shooting methods and a discussion of how they can decrease the time required
to find a limit cycle.

2. Finding limit cycles

Continuation methods examine nonlinear systems whose evolution is governed by:

dz(t)
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where z is the current state of the system and A\ are parameters. The governing equations are in most cases
derived from the discretisation of a PDE.
Limit cycles satisfy:
2(0) = 2(T), {T € RF|T #£0}, (2)

where T is the period of the cycle. For nonlinear thermoacoustic systems with delays, however, this condition
is less simple because the governing equation becomes &(t) = F(z(¢),z(t — 7),A) and a limit cycle must
satisfy z(—7 <t < 0) = z(T — 7 <t < T). Although systems with delays are common in thermoacoustics
[8, 9], only systems without delays will be considered for this paper.

Shooting methods are most applicable for finding limit cycles of large systems. Shooting methods find
states at distinct locations on the limit cycle, but do not attempt to find the shape of the cycle.! The
current guess for a state on the limit cycle, 2(0), is iterated in order to satisfy the condition for a limit cycle
that 2(0) = z(T), where z(T) is found with a timemarching process. Numerically, the iteration process
is stopped when a specific level of convergence is reached, ||z(T) — z(0)|| < €, {e € R*|e # 0}, where € is
small.

There are two main shooting methods, which will be referred to in this paper as standard shooting and
Poincaré shooting.

2.1. Standard shooting

Figure 2: Standard shooting method to find a limit cycle. Given a current guess for a state on a limit cycle,
2(0), we timemarch forward T time units to z(T), where T is our guess for the period. We then iterate our
starting guess, £(0), to minimise the length of the residual vector, z(0) — z(T), (dashed arrow).

The standard shooting method used in this paper finds, by iteration, a state on the limit cycle, z(0), and
the period of the limit cycle, T. The magnitude of the residual vector, r = z(0)—z(T) (Fig. 2), is reduced
to a predefined tolerance by a two-step iteration process. First, we consider the evolution of the system
when started from small perturbations around our current guess [z(0),T]. We generate a (N +1) x (N +1)
Jacobian matrix, which relates a general small change in [z(0),T] to the resulting change in [z(0) — z(T), T].
Second, we solve a linear equation with the Jacobian matrix to find the [Az, AT] that we should add to our
current guess, [2(0),T], in order to move closer to the limit cycle. If the magnitude of the residual is still
too large, we repeat the first step from the improved guess.

Equation (3) shows the linear equation for the n'" iteration, where i and j are the row and column

indices of the matrix [36]. It has the standard form for multi-dimensional Newton iteration, JAz = —r .
(N41)x (N+1) (N41)x1 (N41)x1
I=M Az | _ | (@(0) - 2(T))" (3)

] | o7 g

1In contrast, collocation methods attempt to find the shape of the cycle in terms of piecewise polynomial splines. This is
too expensive for large systems.



z(0)" = z(0)" + Az, T =T" 4+ AT

There is an infinite number of points on a limit cycle that satisfy r = 0, however, so a condition is
required to fix the phase of the limit cycle (6) and therefore provide a unique solution state. For a limit
cycle in a thermoacoustic system, a suitable phase condition is that the instantaneous acoustic pressure in
the fundamental mode is zero, or that the instantaneous acoustic pressure at a set location (z/L) of the
combustor is zero. Where multiple acoustic modes are important, the value /L must be irrational so that
this location does not coincide with a node of any acoustic modes.

The j*" column of the Jacobian matrix can be numerically found in two ways: first, by perturbing z; (0),
then timemarching forward and measuring the resultant change in z(T'), or second, by timemarching the
first variational equations (section 3). To fill the Jacobian matrix for each linear equation, N timemarches
are required. For large thermoacoustic systems, with (O(10%) variables, it is therefore impractical to form
the Jacobian matrices, because the computational expense of timemarching is too high. This is the primary
driver for the use of matrix-free methods.

In equation (3), the characteristics of the system are contained in the monodromy matrix M, which
relates a change in 2(0) to a change in (7). In a dissipative system, such as in thermoacoustics, most of the
eigenvalues of this matrix are clustered near zero. These correspond to quickly dissipated motions, because
a change in z(0) causes very little change in (7). The remaining few eigenvalues are not clustered near
zero. These correspond to the bulk motions of the system, because a change in z(0) causes a significant
change in z(T"). These bulk motions will govern the flame-acoustic interaction (section 7.3.2).

2.2. Poincaré shooting

x(T)

Poincaré
Plane

Figure 3: Poincaré shooting method to find a limit cycle. The starting state, z(0), and end state, z(T),
are constrained to lie on a hyperplane perpendicular to the limit cycle. The system is timemarched until it
crosses the Poincaré plane again, in the same direction as n. The period T is found as a byproduct.

In the Poincaré shooting method, the solution is constrained to lie on a hyperplane that is perpendicular
(or nearly perpendicular) to the limit cycle [27]. The starting state lies on the hyperplane, and is marched
forward in time until it crosses the hyperplane again, in the same direction as n (Figure 3). With the
Poincaré shooting method, therefore, the iteration takes place in an (N — 1) dimensional space, defined by
n-(x —xy) = 0, where z; is a point on the hyperplane. The iteration is equivalent to finding the fixed point
of a Poincaré map. The point on the hyperplane is taken as the current guess, or that of a nearby converged
solution, x, = z(0). The normal to the hyperplane is taken as the normalised time differential, i = i(O)
In the standard shooting formulation, the period, T, is required as a variable, but in the Poincaré shooting
formulation, the period is found as a byproduct of the timemarching process.
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The linear equation for Poincaré shooting is in an (N — 1) dimensional space, so an efficient technique for
projecting from N dimensions is required (and vice-versa). This is known as parametrisation. One method
of parametrisation is shown in Figure 4 for a 3 dimensional case [27]. In Figure 4a, a 2D test plane is shown
in xyz space. To parametrise the test plane, it is projected onto yz space and then only information in the
yz plane is used in the iteration process. In this example the yz plane is chosen because the angle between
the test plane and the yz plane is less than the angle between the test plane and the yx or xz planes. This
is equivalent to projecting away the information corresponding to the dimension k£ with the highest value of
Ing|, 1 <k < N. Using the notation and method of Sanchez [27], the projection operator to discard the
information in the k** dimension is defined as Ry, where:

Rk {xl)l‘27"'axk—laxk7xk+1)"'7xN} = {x13w27"'7xk—17xk+1)"'?xN}

In the two dimensional example of Figure 4b, the action of the projector is R1(p) = p, R1(po) = po,
where an overbar is used to denote an (N — 1) dimensional state on the plane. To reverse the process, if
the components of the points are written as p = [ps, py, p.], then p, = poy + 7v(P—Po)/n,, and p, = p, (note
that n, is negative). The inverse process to Ry, is to return from the projected plane to the original plane,
which is achieved by the operator Fj. Following the two dimensional argument, this is defined as:

n- (E — X
Ep{x1,29, ., Xk—1,Tht1,---, TN} = {ml,xg, s TR, B0k~ — Tt - ,;UN}
2k
4 / y y
[V S ° p
project 2D plane
> “§ in xyz space to 5
yz space 0
plane
/ X
X
(a) 3D diagram of parametrisation of a plane. (b) 2D diagram of parametrisation of a plane.

Figure 4: Parametrisation method, which takes an (N — 1) dimensional hyperplane with N variables, and
projects it onto a space with only (N — 1) variables. This is a quick method of reducing the number of
variables, so that the Poincaré shooting method can iterate in (N — 1) dimensions.

The iterative procedure is modified from equation (3), and now involves minimising the residual, 7(z(0), \)
z(0) — Z(T), with the following steps :

(N-1)x (N-1)  (N-1)x1 (N-1)x1
I-M || Az | =—|(z(0) —z(T)" (4)
(N-D) X (N-1) aiz(T) n n = n s
M;; = o1,0) = © H0) = 2™(0) + Ex, (AZ), zo=2"(0), n=2 (0)

The Poincaré shooting formulation has several advantages, most notably that if the plane is perpendicular
to the cycle, the eigenvalues of the monodromy matrix (M) are the Floquet multipliers (without the trivial
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multiplier of 1 which has an eigenvector in the direction of #(0)), and that the eigenvalues of the Jacobian
matrix are shifted Floquet Multipliers, eig; = 1 — eigps. This is not true for the standard shooting method,
because the border of the monodromy matrix contains terms that relate to the period (b, ¢, d in equation (3)),
and therefore the eigenvalues are not shifted Floquet multipliers. In continuation methods, the stability of
the limit cycles is determined by these Floquet multipliers. With the Poincaré shooting method, the Floquet
multipliers that are calculated when finding the stability can then be used directly to form a preconditioner
for the Jacobian. This can significantly reduce the number of timemarches required to solve the next linear
equation (see sections 4.1 and 7.4.1). The other main advantage of the Poincaré shooting formulation is that
it is easier to find bifurcations of the limit cycle, such as Neimark-Sacker or period-doubling bifurcations.

The disadvantage of the Poincaré shooting method is that accurate techniques must be used to detect the
exact crossing point on the hyperplane, (7). Depending on the timemarching method used, this may be
difficult to retrofit into existing thermoacoustic codes, and this may introduce some noise into the derivatives
that form the Jacobian. In the ducted diffusion flame model of section 6, the exact crossing point of the
hyperplane is found by varying the final timestep with Newton-Raphson iteration until the distance between
the end of the trajectory and the hyperplane is less than a predefined tolerance.

3. Matrix-free methods

As stated in section 2.1, when finding limit cycles by the standard shooting method, N timemarches are
required to form the Jacobian matrix (N — 1 for Poincaré shooting). This is unfeasible for large thermoa-
coustic systems. Alternative methods are therefore required to solve the Newton equation without having
to form the Jacobian.

Matrix-free methods are those that solve the linear equation, JAxz = —r , without ever requiring the
matrix J to be explicitly defined. The methods are iterative and only require matrix-vector products, i.e.
Jv, where v is an arbitrary vector. This differs from many conventional methods of solving linear equations,
where the matrix J is defined and then decomposed.

3.1. GMRES

The matrix-free method used in this paper to solve JAx = —r is the Generalised Minimal Residual
method (GMRES) [37]. GMRES uses k matrix-vector products to define a k-dimensional Krylov subspace:

iy 2 3 k—1
Ky = span {ry, Jry, J°ry, J°rg, ... J* 1y},

where 1y = —r — JAz,, and Az, is an initial solution guess, often taken as the right hand side, —r.

The vectors ry, Jry, J°ry, - . . become almost linearly dependent [38], so the standard Arnoldi method is
used to find orthonormal vectors, ¢ RERRRY'MS that span the Krylov subspace K. Modified Gram-Schmidt
methods with re-orthogonalisation are generally used to orthonormalise the vectors for large systems, because
the standard Gram-Schmidt method suffers from numerical problems with large state vectors.

In each Krylov subspace, the current guess for the solution, Az, is changed to minimise the residual:

resy = ||—-r — JAz,|| where Ax, €K

If convergence occurs, where res; < €cone, the iterative procedure stops. If resg > €coney, another matrix-
vector product is taken to form /Cpyi. Another Arnoldi step is taken, to add another orthogonal direction
[PE The residual is then minimised in this extra direction. The vectors ¢ 1, are unchanged in g1,
and therefore the GMRES method converges monotonically.

3.2. Finite difference matriz-vector products

Matrix-free methods require accurate evaluation of general matrix-vector products (Jv). In the case
of the Jacobian matrix, the matrix-vector product can be approximated by finite differences, because the
Jacobian matrix is formed of partial derivatives [25]. In this section, a mapping operator, A, which represents

the time marching process, is defined as:
z(T) = A(z(0))
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The spatial part of the Jacobian matrix is defined in equation (3), and can be written as:

9 (,(0) — (1))

7y =" (5)

The matrix-vector product for arbitrary vector v can therefore be approximated by equation (6), where d is
small:

During the GMRES solution, evaluating each matrix-vector product therefore requires one timemarch,
to calculate the A(z(0) 4+ 0v) term. In the standard shooting formulation, the phase (f) components of
the Jacobian matrix are also partial differentials (b, ¢, d in equation (4)), and can similarly be calculated by
a finite difference approach. The finite difference matrix-vector product approximation is implemented in
the Trilinos NOX/LOCA solvers [29]. Finite difference matrix-vector products are simple to evaluate, but
numerical problems may arise if the variables in the state vector are weighted poorly. This can occur when
the variables are not non-dimensionalised, or when the variables act at different scales.

3.3. First variational matriz-vector products

The matrix-vector product can also be calculated by taking the first variational equations, sometimes
referred to as tangent linear equations, and integrating them in time. This approach is used in the Navier-
Stokes continuation of Sanchez [27, 32]. The first variational equations linearise about a trajectory, rather
than a point. As in equation (1), for the k*" variable, the discretised nonlinear system evolves according to:

dzy

i Fy ()

If the first variational state is defined as X', then for the k" variable, the first variational system evolves

according to:

AX, -~ 0F(@)
dt - oz; =

If X'(0) = v, then, for the standard shooting formulation, the matrix-vector product for a general vector is:
Ju=v—X'(T) (7)

For the Poincaré shooting formulation the first variational approach requires an extra term in the matrix-
vector product evaluation. This arises because the time that the trajectory crosses the hyperplane depends
on the initial state. The trajectory end state, z(T'), lies on the plane, but the combined trajectory and
perturbation state, z(T) + X'(T), lies off the plane. If X'(0) = Ey(2), then the first variational matrix-
vector product is [38]:

= = / . ﬁ : X/(T>

The matrix-vector products calculated by the first variational equations are more accurate than those
calculated by finite differences, and for highly nonlinear and chaotic systems the finite difference products
can be qualitatively different [39, 40]. More calculations are required per timestep for the first variational
equations, but the timestep can be made larger for the same matrix-vector product accuracy. This could
lead to a faster timemarching process, which dominates the time taken to find a limit cycle. Although the
first variational equations produce more accurate matrix-vector products, they may be time consuming to
retrofit to existing thermoacoustic codes.

The accuracy of the finite difference and first variational approaches are compared in section 7.3.2, for
the test model of a 2D diffusion flame in an acoustic duct.
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4. Efficient continuation techniques

The matrix-free methods presented in the last section are efficient when converging to a single limit
cycle. This section presents three additional techniques that are efficient when finding a series of limit cycles
that span a parameter range: invariant subspace preconditioning, adaptive step sizing, and higher order
prediction methods.

4.1. Invariant subspace preconditioning

To increase the convergence of GMRES, preconditioning can be used to reduce the spread of the eigen-
values, or to decrease the non-normality of the matrix. The linear system can either be left preconditioned,
P~1JAx = —P~!r, or right preconditioned, JP~! (PAxz) = —r. The preconditioner is worth evaluating
if the convergence rate of the GMRES algorithm is improved enough to outweigh the time in forming the
preconditioning matrix. In continuation methods, if the step between solutions is small, then information
about the previous solution can be used to form a preconditioner for the next. This is particularly useful
where Krylov decompositions can be recycled, with no need for further timemarching.

Preconditioning can be achieved with many techniques, such as ILU factorisations, multigrid methods
and approximate inverse methods. For the continuation of limit cycles in large systems, it is only practical
to use preconditioners that can be evaluated with a matrix-free method. One such method is to take the
spectral information of J that is available from the Arnoldi algorithm, and then use it to define an invariant
subspace that is associated with a particular set of eigenvalues [41, 42, 32| (an invariant subspace is simply
one that, under the action of an operator, maps onto itself). The eigenvalues of this invariant subspace can
then be altered to make the linear equation easier to solve, in a similar manner to eigenvalue deflation in
eigenvalue problems.

In a dissipative system, most of the eigenvalues of the monodromy matrix are clustered near zero (section
2.1). When finding limit cycles in a dissipative system, most of the eigenvalues of the Jacobian matrix are
therefore clustered near (+1,0), because the Jacobian matrix is dominated by the (I — M) block (equation
(3)).To reduce the eigenvalue spread in a shooting formulation, the eigenvalues that are furthest away from
the cluster at (41, 0) should be moved towards the cluster. The eigenvalues of interest are the eigenvalues
of the monodromy matrix that have the largest magnitude (from section 2.1). The eigenvalues can be found
in a matrix-free fashion with the Arnoldi algorithm or the Krylov-Schur algorithm of Stewart [35].

A k-dimensional partial-Schur decomposition of a matrix, J, takes the form JUy = Uy Sk, where Uy, is a
(N x k) matrix with orthonormal columns, and Sy is an upper triangular (k x k) matrix.

NxN Nxk Nxk
kxk
(Jiy) -Gy (Jug) - @ (Jiy,) - @
o Tt U i) iy o (i) -y
7 Ay dy . dy | = | dy N : (8)
Lol i Loy i E
(Jity,) -y,

From the construction of the partial-Schur decomposition, the inverse must exist, J U, = UrS,, L
because Sk_l must exist as long as trace(Sg) # 0. A partial-Schur decomposition is usually formed by
taking the Arnoldi decomposition, JVi = V;Hy, where Hy is a k dimensional upper Hessenberg matrix,
and further taking a QR decomposition, HyQr = QrSk, giving JU, = UySy where Up = ViQk. Using
reordering techniques, such as Given’s rotations, it is possible to get a partial-Schur decomposition where
the k£ columns of Uy correspond to the invariant subspace of the eigenvalues that we wish to deflate. The
operator P is then defined as having the same eigenvalues of J in the k-dimensions of the invariant subspace,
and as having an eigenvalue of 1 in all directions orthogonal to the invariant subspace.

P =UpS UL + (I = UUY)



The preconditioner P~1, which deflates the eigenvalues in the invariant subspace to (+1,0), is therefore of
the form:
P t=uUS Ul + (1 -0 UL

When premultiplying by J, the matrix-preconditioner product simplifies to:
JP~' =0 Ul + T (I -UUY)

The operator U,U;l is the projection operator onto the k-dimensional invariant subspace, which acts
like an eigenvalue of 1 in the invariant subspace. Conversely, the operator (I — UkUg ) gives zero for all
parts of the invariant subspace, and is the identity for all perpendicular subspaces. Therefore JP~! acts as
the identity on the invariant subspace, and as J on all perpendicular subspaces. The preconditioner can be
applied in a matrix-free fashion if Sy and Uy are stored.

The concept of this preconditioner is similar to that used in the Newton-Picard method, where an invari-
ant subspace is found that contains all eigenvalues above a certain magnitude [43, 36]. The iterative process
is then split into Newton iteration in the invariant subspace and Picard iteration in all other directions.
However, it is simpler to keep the invariant subspace information in a preconditioner, rather than splitting
the iteration process [27].

4.2. Adaptive step sizing

Adaptive step sizing is used in continuation algorithms to examine a parameter range more quickly,
whilst maintaining efficient and stable convergence of the iterative solver. Because Newton iteration can
become unstable when started far from a solution, initial residuals must be kept low, or the iterative process
may diverge?. Adaptive step sizing reduces the step size in regions where the solution is changing rapidly,
and increases the step size in regions where the solution is changing slowly.

In this paper, the adaptive step size routine from the LOCA framework is used [29]. The step size
is adapted based on the number of Newton iterations required for the last solution (I7'S), the maximum
number of Newton iterations allowed (IT'S,,4.), and the angle between the last secant vectors [29]:

ITSp0e: \ 2
— Y
AS = ASjee X 7Y X <1+a(1 7 Smm>

where 7 is the cosine of the angle between the last two pairs of solutions, and is a measure of how fast the

solution is changing: ) N
ox oz
T=\|\==)"| =5
aS as last

This adaptive step size routine is basic, but can easily be tuned to suit different thermoacoustic problems.
The factor a defines how aggressive the routine is in increasing step size, and the factor y defines how much
the step size decreases when the solution is changing rapidly. A more robust implementation would be based
on the total number of matrix-vector products required for the last solution, not just the number of Newton
iterations [27].

4.3. Higher order prediction

Once a limit cycle is found, the limit cycle at the next parameter value must be predicted. The prediction
can be a simple secant extrapolation from the last two solutions, or it can use a higher order prediction
method. With a higher order prediction method, it is possible to make a prediction that has a lower
initial residual, which is therefore likely to converge faster and has less chance of divergence. Alternatively,
larger steps can be taken for the same magnitude of initial residual, reducing the number of points required

2In the literature, there are several globalisation strategies that can be used in tandem with Newton methods to increase
the zone of convergence [44].
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per bifurcation diagram. Because the previous solutions are already known and stored, the higher order
prediction methods require no additional timemarching, so the computational expense is low.

One efficient method of implementing higher order prediction is to fit an n**-order polynomial function
to the last k solution vectors, where n < k. For each variable in the state vector, z, a polynomial can be
fitted using least squares regression. The polynomial can be defined as a function of a system parameter
or as a function of the arclength of the solution curve. If the polynomial is a function of a parameter, the
prediction will break down around fold bifurcations, because the polynomial is single valued. For this reason,
the arclength will be used in this paper.

The arclength can be estimated as the cumulative sum of the distance between successive solution vectors.

The least squares fitting procedure uses the arclength values from the last k solutions, Sk, Sp_1,...S51, and
the i*" variable from the last k solutions, Ti > Zig—1,---»2; 1 to find the polynomial coefficients for that
variable, 2Ry FURSTTTRY I We form a linear equation for each variable in the state:
kx(n+1) kx1
- (n+1)x1 - -
spoo 82 S 1 (”p_)x o
Sp. .. S,%_l Sk—1 1 71:” Li k-1
Pin | = ' 9)
: : : S Pia :
spoo..osr s 1] LB .

If we use the notation for this linear equation, Ap = b, then we solve this equation using the least squares
formulation AT Ap = ATb. The columns of A will be independent if no repeated solutions are included
by the continuation process. It may seem time consuming to solve a linear equation for each variable, but
the matrix AT A is small, ((n + 1) x (n+ 1)), and is the same for each variable, so its decomposition need
only be found once. The polynomial can therefore be found efficiently for each variable by using a QR
decomposition. Because the polynomial is fitted to each variable in the state vector separately, the method
is efficient for vectors that are distributed across multiple processors.

The polynomial prediction works with either fixed parameter or pseudo-arclength continuation methods.
With the latter, some iteration is required after the polynomials have been estimated, to find the predicted
state that is both projected along the solution curve, and is the correct distance from the last solution.

The order of the prediction technique cannot be increased indefinitely, however, due to numerical errors
arising from the scaling of the different terms in equation (9). Larger values of S™ increase the condition
number of the matrix A, so if the values of S are far from 1, they should be shifted and scaled. A suitable
shifting and scaling routine is Sy, = S—5/0, where o is the standard deviation of S. The order of the
prediction technique that is most effective will be problem specific (§4.3).

5. Software implementation

We have written a continuation code in C++, as a supplementary package to the Trilinos framework
written by Sandia National Labs [45]. The package uses the GMRES solver from the NOX package, the
parallelisable vectors from the Epetra package, some subroutines from the LOCA package [29] and the
Krylov-Schur eigensolver from the Anasazi package [46]. The continuation code is designed to perform
matrix-free continuation of limit cycles for general time dependent systems, and has been tested with several
thermoacoustic models with serially and parallelly distributed discretisations. An object-oriented approach
is used to switch simply between fixed point, standard shooting, Poincaré shooting, multiple shooting and
Hopf bifurcation tracking algorithms.

6. Ducted 2D diffusion flame model

As described in the introduction, limit cycles occur in thermoacoustics when there is suitable coupling
between an unsteady heat source and an acoustic field. The continuation routines are now applied to a
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model of a thermoacoustic system containing a ducted 2D diffusion flame. Earlier versions of this model
were discretised using a Galerkin method in the flame domain [47, 48]. This version was discretised by
Nlingworth using a spectral method in the flame domain [49]. This improves its numerical accuracy, which
is important for the application of continuation methods. The model contains a 2D flame domain, where the
mixture fraction, Z, is discretised on a Chebyshev grid, with an axis of symmetry along the centreline. The
mixture fraction obeys the non-dimensional diffusion and advection governing equation, and is specified to
be pure fuel in the fuel pipe (Z =1, 0 < |y| < «) and pure oxidiser in the oxidiser pipe (Z =0, a < |y| < 1),
with boundary conditions such that there is no diffusion into the walls, 9Z/ay| 41,1 = 0, and such that the
mixture fraction is homogenous far downstream,9Z/az|,, = 0. The flame lies on the stoichiometric contour,
7 = Zg, and is assumed to have an infinite reaction rate. The location of the flame is denoted f.

T T 7= Zg
: i ! Ye /
i | i fuel-rich
|| B

[a—

*T’ xf\“\f—\;,\n oxidizer-rich D
t= L > \;—> -1 X
Te
(a) The geometry of the 1D acoustic duct and of the 2D flame field. (b) 2D steady state Z field.

Figure 5: A 2D mixture fraction field (Z) is used to describe the diffusion flame. The flame lies on the
7 = Zg contour, which is shown as a black line in (a) and (b). The heat release from the diffusion flame
domain acts at location z; in a 1D open ended duct.

The heat release from the model is coupled to a simple linear acoustic model of a duct [48, 50, 8], where
u and p are the non-dimensional velocity and pressure perturbations in the duct. For the perturbation
state, z = [u, p, 2], the non-dimensional governing equations are shown below, where the subscript f denotes
that the value is taken at the flame position, and a bar refers to a steady state quantity. The system has
non-dimensional parameters: Peclet number Pe (the ratio of advection to diffusion), the acoustic damping®
¢, the stoichiometric mixture fraction Z, the flame position in the duct zf, the fuel pipe width o, and the
coupling parameter Br, defined by 87 = 2/(Tiniet + Tudiabatic)-

ou Op

ot~ or 1o
wo_ o
ot Ox b _
287 =" o ™
+1_Zst5(a:—£f) <_//o Edyd$+uf/0 (Z = Zs) dy (11)
% — 7@.%+i 872+672 2 —u QZ—U% (12)
ot 9z " Pe \ 0x2 oy? ) unr:

Equation (10) is derived from the acoustic momentum equation [8, 48]. Equation (11) is derived from the
acoustic energy equation [8, 48], where the last term corresponds to the heat release from the flame field
(similar to Refs. [47, 48]). Equation (12) is derived from the 2D advection-diffusion equation [47, 48], with
a constant velocity over the flame field, uy.

3The acoustic damping is defined as ¢ = c152 + ca+/j, where j is the acoustic mode number [8].
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If the first variational state vector is defined as X’ = [U’, P/, Z’], the first variational equations are:

ou' 9P
a Ox
oP’ ou’
= — — P/
ot Ox ¢ .
2ﬁT f+ aZl aZ 1 , f+ —
0 (x— - — dydx — — |VZ| " Z'dl Z —Zgy)d

o (x xf)( //O 5 dydz /f+6t|V_| JrUf/0 ( 1) dy
0z’ 0z 1 (07 0? 0z 0z 0z’
= — g . — — Z/ _ U Pz =
ot Yo + Pe (6302 * 8y2> Us Ox Us oz ' ox

A more complete description of the model is included in Ref. [49]. The results in this paper are generated
with a 30 x 16 symmetric flame grid and 20 acoustic modes, giving a total system dimension of 475 (the
boundary values of the Chebyshev grid are defined by the boundary conditions so are excluded from this
number). The model is timemarched in FORTRAN using the standard Runge-Kutta 4 technique with
a timestep of 1073. The results of the model have been compared against those generated with a finer
Chebyshev grid and a finer timestep, with only a 1% difference in heat release fluctuation observed.

7. Numerical results

7.1. Fized point plane

Figure 6 shows the stability of the fixed point solution for the ducted diffusion flame, as two parameters
are varied: Peclet number, which changes the ratio of advection to diffusion in the flame, and S, which
controls the extent to which unsteady combustion perturbs the acoustics (equation (11)). The parameters
that are held fixed are Z,; = 0.8, ¢; = 0.0247, ¢ = 0.018, o = 0.35, 2y = 0.25, ML/g = 1. The damping
coeflicients are typical for a laboratory scale combustor, and Z,; = 0.8 corresponds to diluted methane fuel
and pure oxygen [p.94, 51].

By construction, the fixed point solution for the ducted diffusion flame model is when the state vector
is zero, because the state vector contains only perturbation quantities relative to mean values. The Hopf
bifurcation marks the boundary between linearly stable and linearly unstable operating conditions. It is a
strong function of Pe and 7. The bistable region has both a stable fixed point and a stable limit cycle.
The extent of the bistable region cannot be determined by finding the fixed points alone, therefore, because
the surface of limit cycles must also be found. The limit cycle surface is shown in the next section.

Linearly unstable
Hopf bifurcation
Bistable

Linearly stable

1 1 1 1 1 1 1
70 60 50 40 30 20 10 0
Pe

Figure 6: Stability of the fixed point solution, as a function of Pe and 7. Note that the Pe axis is reversed
to match the view in Figure 7.
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7.2. Limit cycle surface

Figure 7 shows the limit cycle amplitudes as a function of Pe and S, with the same fixed parameters as
section 7.1 . Each limit cycle is calculated to a tolerance of ||z(0)—z(T)|| < 1078. The z-axis represents the
amplitude of sound generated in the duct by a limit cycle; it is defined as the amplitude of acoustic velocity
variation during the trajectory of a limit cycle. The z-y plane of Figure 7 is therefore Figure 6.

The Hopf bifurcation marks the boundary between linearly stable and linearly unstable operating con-
ditions. The limit cycles form a surface which has both subcritical bifurcations for 50 < Pe < 70 (Fig. 7a)
and supercritical bifurcations for Pe < 50, Pe > 70 (Fig. 7c). Where there is a subcritical bifurcation, there
is a stable limit cycle at higher velocity amplitudes. However, this stable limit cycle has velocity amplitude
greater than 2 and is not shown in the figure. The bistable operating conditions are those at which the
system has both a stable fixed point and a stable limit cycle.

The limit cycles describe the behaviour of the fully coupled system, and are calculated by the continuation
method quite cheaply: the Hopf bifurcation line takes roughly 500s and the surface of limit cycles takes 61
CPU hours?. The surface is composed of 70 slices and roughly 2500 converged limit cycles, requiring an
average of 52 minutes per slice, and 90 seconds per limit cycle. A lower resolution surface can be calculated
in less than 10 CPU hours, with 15 slices, coarser spacing between limit cycles, and use of preconditioning.
The computation can be easily parallelised because the surface is composed of separate two-dimensional
slices.

As described in the introduction, the FDF method is often used to predict limit cycle amplitudes in
thermoacoustics. The efficiency of the continuation method, relative to the FDF method, depends on the
information that is required. If the flame operating condition is fixed, and the acoustic operating condition
is varied, then the FDF method is efficient, because only one FDF evaluation is required. If both the flame
and the acoustic operating conditions are varied, however, then the FDF method is inefficient, because the
FDF must be re-evaluated at each new flame operating condition. The major advantage of the continuation
method over the FDF method is that it is efficient when both the flame and the acoustic operating conditions
are varied. In Figure 7, one parameter sets the flame operating condition (Pe), and the other sets the acoustic
operating condition (87), so one FDF evaluation is required per 2D slice. Using this particular diffusion
flame model, one FDF evaluation takes roughly 16 CPU hours [49], so the FDF would require roughly 1120
CPU hours to recreate Figure 7, which is 18 times slower.

The next subsections analyse the results for the ducted 2D diffusion flame model in terms of the physical
significance and the efficiency of the numerics. Further physical interpretation of the results is the subject
of a separate publication [49].

7.8. Physical significance of the results

The limit cycles and their Floquet multipliers can be examined in order to understand the coupled
flame-acoustic interaction. Floquet multipliers describe the evolution of a perturbation around a limit cycle.
The largest magnitude Floquet multipliers correspond to the most influential coupled flame-acoustic modes
(section 7.3.2).

7.8.1. Limit cycles

Figure 8 shows snapshots of the system during an unstable limit cycle, with Pe of 60, Sr of 1.31 and
velocity amplitude 0.62. When the velocity perturbation at the flame is positive, 8(a)-(c), the flame becomes
longer and, near the inlet, the regions of high and low z are stretched. When the velocity perturbation at
the flame becomes negative, 8(d)-(f), the flame becomes shorter and, near the inlet, new regions of high and
low z are formed. In turn, these new regions are then stretched and convected down the flame. For this
limit cycle, the length of the flame only varies by Az, ~ 0.4 during the cycle, but slight wrinkling of the
flame surface can be seen as the regions of high and low z are convected down the flame. The limit cycle
has an almost symmetric form during the first and second halves of the limit cycle, which demonstrates that
the nonlinearity in this flame model has weak response at even harmonics.

4All computations run with an Intel i7-2600 3.4GHz processor.
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Figure 7: Continuation results for the ducted diffusion flame, as a function of Pe and fp. The thick dark
line is the Hopf bifurcation, which is the same as the linear stability limit. The linearly unstable region is
shaded dark gray and the bistable region is shaded light gray (the bistable region is the vertical shadow
of the subcritical bifurcation). The limit cycles are shown as dark dots on a white surface. The surface
is defined by slices taken at 70 Pe numbers. The z-coordinate of each limit cycle is the amplitude of the
acoustic velocity variation over its trajectory. The surface exhibits both subcritical bifurcations (a) and
supercritical bifurcations (c), where stable limit cycles are shown with a solid line and unstable limit cycles
with a dashed line. Further physical analysis of these results is found in Ref. [49].

7.8.2. Floquet multipliers

Figure 9 shows the Floquet multipliers for an unstable limit cycle (Pe = 60, Sy = 1.31). The majority
of the multipliers are located near the origin and correspond to the motions of the system that are quickly
dissipated. The rest of the multipliers correspond to the bulk motions of the system. The bulk motions are
not quickly dissipated and therefore they dominate in the long time limit. The GMRES algorithm converges
efficiently to limit cycles because of this simple distinction between the bulk motions and the dissipated
motions. This will be analysed further in section 7.4.3.

Figure 10 shows the Floquet modes corresponding to the leading Floquet multipliers, which are located
on the ‘arm’ extending to the right in Figure 9. These are the influential bulk motions of the system. In
Figure 10 (a)-(g), the modes have large components in the 15 — 7" acoustic modes respectively, and affect
the z field around the flame, primarily near the inlet. The Floquet modes corresponding to the 2°d and 6**
acoustic modes, Figure 10 (b) and (f), have no component in the flame field. This is because the flame is
located at xy = 0.25, which is a velocity node for these modes.

The first Floquet multiplier has no imaginary component because it represents monotonic growth away
from this unstable limit cycle. The others have imaginary components because they oscillate (as well as
grow or decay) around the unstable limit cycle. The first Floquet mode has a large component in the
fundamental acoustic mode and has the same period as the limit cycle. The mode shape is similar to that of
the unstable limit cycle (Figure 8). A perturbation in the direction of the unstable Floquet mode will make
the amplitude of the oscillation grow, and the system will reach the stable limit cycle at higher amplitude.
Similar results have been shown in a numerical model of a Rijke tube, and presented as a mechanism for
triggering [8, 52, 16].

Figure 11 shows a selection of typical Floquet modes corresponding to small Floquet multipliers, which
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Figure 8: Snapshots of an unstable limit cycle (Pe=60, Sr=1.31), with velocity amplitude 0.62. In each
snapshot (a-h), the top two bars show the perturbation pressures and velocities in the 1D duct (z, =0 — 1),

and the lower bar shows the 2D perturbation z field and current flame location (black line) in the first part

of the flame field (z, = 0 — 4). The flame location in the duct is marked by the black box at z, = 0.25.

The z values are scaled by a factor of 15 to share the colourbar with the acoustic perturbations. The steady

Z field is shown in (i) for comparison.
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Figure 9: Floquet multipliers for an unstable limit cycle (leading multiplier at 1.000455 + 0¢). Any Floquet
multipliers in the grey region correspond to unstable perturbations to the limit cycle.

are located around the origin in Figure 9. These are the quickly dissipated motions of the system. Many of
the dissipated modes are dominated by the numerical boundary conditions, which are set to 92/ay| y1o1 =
0, 92/8z|;, = 0. These modes are specific to the Chebyshev discretisation used for the z field. Modes
corresponding to these numerical boundary conditions are seen in Figure 11(a,b,c,e). In Figure 11(d) the
mode corresponds to the 20" acoustic mode, which is heavily damped. Above the 250" Floquet mode, as
in Figure 11(f,g), the modes correspond to small scale features in the z field.

Sections 3.2 and 3.3 introduced two matrix-free approaches for evaluating matrix-vector products: the
finite difference approach and the first variational approach. For the limit cycle in Figure 9, Table 1 shows
the difference in the Floquet multipliers when evaluated with these two approaches (with § = 107% in
equation (6)). The results are almost identical for the value of ¢ used, which is probably because the ducted
diffusion flame model has weak nonlinearities. For a model with stronger nonlinearities, these results may
even be qualitatively different.

The first variational approach takes significantly more time to evaluate for this model, however, due
to the the line integral term that appears in the first variational equations. This term is evaluated slowly
with a Chebyshev discretisation. The results in this paper are therefore generated with the finite difference
approach.

7.4. Efficiency of the numerics
7.4.1. Convergence to a limit cycle

Figure 12 shows the rate of convergence to a limit cycle for both the standard shooting and Poincaré
shooting formulations. A previously converged limit cycle is used as a starting guess with a change in
parameter APe = 1, which represents convergence from a relatively poor initial guess. The convergence to
a limit cycle depends on the system’s operating condition, but this is a representative case for the diffusion
flame model.

The solution converges steadily to the limit cycle and reaches the required tolerance, ||z(0)—z(T)|| <
1078, in four Newton steps (z(0)"*! = z(0)" + Az). Each Newton step requires the iterative solution of
JAz = —r by GMRES, to a relative convergence tolerance of % < 1073. In Figure 12, the dots are
the actual residuals after each Newton step, and the line is the estimated residual within the solution of each
Newton step. The convergence after the first Newton step is relatively poor. Poor convergence is common
for Newton based methods when far from a solution. In the last two Newton steps, the convergence is much
better, and the improvement in the actual residual matches well with that estimated by GMRES.
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Figure 10: Leading Floquet modes for an unstable limit cycle (Pe=60, S7=1.31), corresponding to the influ-
ential bulk motions of the system. The modes are sorted by the absolute values of the Floquet multipliers,
in decreasing order. A star indicates that the mode is one part of a complex conjugate pair. In (a)-(g),
the modes have large components in the 15¢ — 7*" acoustic modes respectively. The z values are scaled by a
factor of 35 to share the colourbar with the acoustic perturbations.
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Figure 11: A selection of Floquet modes for an unstable limit cycle (Pe=60, Sr=1.31), corresponding to
typical dissipated motions of the system. The modes are sorted by the absolute values of the Floquet
multipliers, in decreasing order. A star indicates that the mode is one part of a complex conjugate pair. In
(a,b,c,e), the modes are dominated by the numerical boundary conditions at z. = 10 and y. = 1. In (d) the
mode corresponds to the 20" acoustic mode, which is heavily damped. Above the 250" Floquet mode, as
in (f,g), the modes correspond to small scale features in the z field. The z values are scaled by a factor of
35 to share the colourbar with the acoustic perturbations.
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Floquet Multiplier Finite Difference First Variational Discrepancy
1 1.0005e+00 1.0005e+00 1.1363e-06
2% 8.8258e-01 - 4.1732e-02i 8.8258e-01 - 4.1732e-021  3.1478e-11
4% 7.5645e-01 - 6.4094e-02i 7.5645e-01 - 6.4094e-02i 1.2788e-07
6* 6.4771e-01 - 6.2999e-02i 6.4771e-01 - 6.2999e-021  2.8708e-15
8* 5.2433e-01 - 6.0199e-02i 5.2433e-01 - 6.0199¢-02i  5.7604e-08
167* 4.7382e-05 4 2.7488e-051  4.7393e-05 + 2.7518e-051  3.2359e-08
169* 5.1481e-05 - 8.3624e-07i 5.1487e-05 - 8.0574e-07i  3.1135e-08
171% 3.1964e-05 - 3.7150e-051 3.1964e-05 - 3.7150e-051 1.3370e-15
173* 1.8760e-05 - 4.2192e-05i 1.8760e-05 - 4.2195e-051  2.8777e-09
175% -2.7625e-05 - 2.9150e-051  -2.7626e-05 - 2.9149e-051  1.2237e-09
467* -7.9359¢-13 + 6.6930e-13i 1.1102e-16 1.0382e-12
469* 8.4577e-13 + 4.9561e-13i 1.1102e-16 9.8019e-13
471%* 2.6668e-13 + 3.5235e-13i 0 4.4189e-13
473%* -9.4147e-14 + 3.7290e-13i 0 3.8460e-13
475% 1.2035e-13 + 9.8341e-14i 0 1.5542e-13

Table 1: A selection of Floquet multipliers as calculated by the finite difference and first variational matrix-
vector product approaches. The Floquet multipliers are sorted by their absolute values, in order of decreasing
magnitude. The star indicates that the Floquet multiplier is one part of a complex conjugate pair. The
discrepancy is the magnitude of the difference between the two eigenvalues.
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Figure 12: Convergence to a limit cycle in terms of the residual magnitude, ||2(0)—z(T)||2, and number
of timemarches. The dots are the residual values after each Newton step and the line is the the estimated
residual within the solution of each Newton step. As the solution converges, the estimated reduction in
residual for each Newton step approaches the actual residual reduction achieved.

The Poincaré shooting method converges faster than the standard shooting method for two reasons.
Firstly, Poincaré shooting does not include the period in the state vector, and therefore the Jacobian has
one fewer influential eigenvalue. Secondly, the Jacobian for the standard shooting method has an additional
eigenvalue near zero, which raises the condition number of the matrix. It is harder for an iterative algorithm
to solve a linear equation if the matrix has a high condition number. The eigenvalue near zero results from
the trivial Floquet multiplier of +1 in the direction of (0), which is the dimension that is projected away
in the Poincaré shooting formulation.

Most importantly, with both methods the residual reduces by a factor of 10° using only 80 timemarches,
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when there are 475 variables in the system. If a matrix-free method were not used, and the Jacobian matrices
were explicitly formed for each Newton step, then four Newton steps would have required 4 x 475 = 1900
timemarches. The matrix-free method is therefore 24 times faster, even for this modestly sized test model.
In the matrix-free method, the number of timemarches required does not depend on the number of variables.
It depends on the number of influential bulk motions. For example, if the resolution of the Chebyshev grid
were increased by a factor of two, the number of variables would increase, but the solution would still be
found in roughly 80 timemarches, because the increase in resolution adds no bulk motions to the dynamics.

7.4.2. Convergence to a limit cycle with preconditioning

Using the same starting condition as Figure 12, Figure 13 shows the convergence of the residual when
preconditioning is used. The Jacobian matrix from the previous converged limit cycle is used to form an
invariant subspace preconditioner, with k deflated eigenvalues (section 4.1). The eigenvalues are converged
to a precision of 1074,
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Figure 13: Convergence to a limit cycle in terms of the residual magnitude, ||z(0)—z(T)||2, and number
of timemarches. Preconditioning is used to increase the convergence of the GMRES solver. Results are
plotted for preconditioners with different numbers of deflated eigenvalues (k). Estimated residuals within
the solution of the Newton steps are not shown.

As the number of preconditioned eigenvalues increases, the number of timemarches required for conver-
gence steadily decreases. For a preconditioner with 7 converged eigenvalues, the number of timemarches
required is greatly reduced, from 83 timemarches to 30. To converge to the 7 eigenvalues and form the
preconditioner, however, requires 29 timemarches, so there is only an overall reduction of 24 timemarches.
The inverse of the preconditioner must be applied before each of the 30 timemarches, but the additional
cost of this application is negligible compared to the cost of timemarching.

The preconditioner would significantly increase the speed of continuation if it were re-used to find several
limit cycles, or if it were generated with negligible extra cost. The latter is true if the stability of the limit
cycles is calculated post convergence, and the Floquet multipliers are used to form the preconditioner. With
the Poincaré shooting method, the Floquet multipliers can be directly used for preconditioning, because the
eigenvalues of the Jacobian are simply shifted Floquet multipliers (eig; = 1 — eigas, section 2.2). With the
standard shooting method, however, preconditioning is more complicated because the terms related to the
period add another row and column to the borders of the Jacobian matrix, and therefore the eigenvalues of
the Jacobian matrix are no longer simply the shifted Floquet multipliers (eig; # 1 — eigps). The same is
true for pseudo-arclength continuation methods, which add an additional row and column to the borders of
the Jacobian matrix. In these two cases the Floquet Multipliers can be used for preconditioning if bordering
methods are used to solve the linear equation. Bordering methods split the Jacobian matrix into a large
square part and the resulting small bordering vectors, as shown in equation (3). The bordered form of the
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matrix can be used to define a preconditioner [53, 54|, or to solve a linear equation in ordered steps [55].
For equation (3) and dummy solution states Az, Ax,, a simple example of a bordering method would be
to solve: (1) (I — M)Az, = —(z(0) —z(T)), then (2) (I — M)Az, = b, then (3)(d — cAz,)AT = —0 — cAx;,
then (4) Az = Az — Az, AT. The Floquet multipliers can be used to precondition steps (1) and (2), which
are the most computationally expensive. Bordering methods are discussed in depth in several publications
[55, 53, 54|, and will not be covered further in this paper.

Imag

0 0.5 1 15 2
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Figure 14: Demonstration of invariant subspace preconditioning, for an eigenspace of the 11 eigenvalues
furthest from (+1,0). The eigenvalues of the Jacobian are shown as open circles and the eigenvalues of the
preconditioned Jacobian are shown as black dots. The preconditioner takes the eigenvalues furthest from
(+1,0), and moves them to (41,0). Because the Jacobian has an eigenvalue close to zero (-0.000455,0), the
preconditioned Jacobian is much better conditioned.

Figure 14 shows the effect of the preconditioner on the Jacobian matrix. The subspace chosen for
preconditioning corresponds to the 11 eigenvalues furthest from (+1,0). In Figure 14, the eigenvalues in the
subspace were converged to a high tolerance, 1076, using 40 timemarches. Therefore when the preconditioner
is applied, the eigenvalues outside of the subspace are almost unaffected. If there is inaccuracy in the
estimated eigenvalues (and eigenvectors) in the subspace, then the eigenvalues outside of the subspace will
be altered by the preconditioner. This effect is stronger in more non-normal systems. If the preconditioner
moves the eigenvalues outside of the subspace, there is no guarantee that the preconditioning will increase
convergence.

Figure 14 also shows that the preconditioner makes the Jacobian better conditioned. The limit cycle is
taken from the unstable branch of limit cycles in the bistable region at Pe of 60 (Figure 7). The cycle has one
Floquet multiplier that is just unstable, with value 1.000455 + 0i. The Jacobian therefore has an eigenvalue
of —0.000455 + 0i, which gives the Jacobian a high condition number of 4638 (based on the ratio of the
maximum and minimum singular values). The preconditioned Jacobian has a condition number of 8. A high
condition number can also occur when a limit cycle is extremely unstable. High condition numbers result
in numerical inaccuracies in iterative processes, and may require a larger Krylov subspace for a solution. It
is therefore good to avoid high condition numbers, by using a preconditioner.

7.4.8. Convergence of the GMRES solver

The aim of this section is to demonstrate that the GMRES solver intrinsically uses a ‘reduced order
model’ property when finding limit cycles. In other words, it converges first in the eigenspace corresponding
to the bulk motions of the system, and then in the eigenspace corresponding to the quickly dissipated
motions. Figure 15 shows the Ritz values and relative residuals as the dimension of the Krylov subspace
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(a) Krylov dimension 10
relative residual 0.913

(b) Krylov dimension 20

relative residual 3.45e-05

(c) Krylov dimension 50
relative residual 1.32e-29

Figure 15: Convergence of the Ritz values within the GMRES solver and the convergence of the relative
residual, as the dimension of the Krylov subspace increases. The dimension of the Krylov subspace is the
same as the number of timemarches. The Ritz values (open circles) are the estimated eigenvalues based on
the current Krylov subspace. The eigenvalues of the Jacobian are shown as grey dots. The Jacobian matrix
used is for the Poincaré shooting formulation, for a converged limit cycle.

(the number of timemarches) increases. The Ritz values are the estimated eigenvalues based on the current

Krylov subspace. The relative residual of the solution of JAx = —r is defined as HELTAT%”

As the dimension of the Krylov subspace increases, the Ritz values converge preferentially to the eigen-
values that are furthest from (+1,0). These correspond to the bulk fluid motions that are not quickly
dissipated in time. This is because Krylov subspaces are formed from a power series, v, Juv, J2v,...,J",
and therefore the Ritz values converge fastest to the extremal eigenvalues.

The relative residuals decrease rapidly as the dimension of the Krylov subspace increases, even when
the Ritz values have not converged to the eigenvalues of the Jacobian. This is because the the GMRES
algorithm has already minimised the residual in the space spanned by the eigenvectors, but has not yet
converged to the eigenvectors themselves.
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(b) Krylov dimension 100

(c) Krylov dimension 150

(a) Krylov dimension 50

relative residual 0.268 relative residual 0.122 relative residual 0.0725

Figure 16: Convergence of the GMRES solver for a fixed point (as in Figure 15, which was for a limit
cycle). The dimension of the Krylov subspace is the same as the number of gradient evaluations required
(&= F(z,N)).
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Limit cycles can be found easily with GMRES, whereas fixed points often cannot: finding fixed points
often requires preconditioning or restarted GMRES. This can be explained by comparing the eigenvalues of
the Jacobian matrices. As in Figure 15, Figure 16 shows the convergence of the GMRES solver, but for a
fixed point, not a limit cycle. In continuous time formulations, which are used for fixed points, dissipated
features have eigenvalues with large negative real parts, with a large spread. The Ritz values converge
fastest to the extremal eigenvalues, which for a fixed point correspond to both heavily dissipated and lightly
dissipated features. There are a lot more influential eigenvalues than there are in a shooting formulation,
and there is no useful subset of eigenvalues that GMRES can prioritise. Therefore, for a fixed point, GMRES
requires a much larger Krylov subspace to converge to the same relative residual.

The shooting formulation for limit cycles is therefore particularly suited for solution with GMRES,
whereas other continuation formulations may not be.

7.4.4. Effect of higher order prediction
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Figure 17: The effect of the order of the prediction polynomial on: (a) the average initial residual of predicted
states, and (b) the total number of timemarches required to find twenty limit cycles.

The aim of this section is to demonstrate that higher order prediction methods give lower initial residuals
for fixed steplength routines. This is particularly important for finding limit cycles of large systems, because
the prediction requires no additional timemarching and is therefore comparatively cheap.

In Figure 17, a section of a supercritical bifurcation diagram (Pe = 35, 0.686 < fr < 0.719) is used as
a test case. Twenty limit cycles are found, using a fixed arclength step routine and higher order prediction
methods (section 4.3). Figure 17a shows the average initial residual as a function of the order of the
prediction polynomial. As the order increases, the average initial residual decreases by a factor of ten per
polynomial order, until some instability begins at the fifth order. Figure 17b shows the total number of
timemarches against the order of the prediction polynomial. The fourth order polynomial requires half the
number of timemarches as a first order polynomial.

The diffusion flame test model has weak nonlinearities, and therefore the solution curve is smooth and
the prediction extends well to higher orders. For models with stronger local nonlinearities, instability may
occur at lower orders. A robust prediction methodology should detect when the initial residuals are too
large, and adjust prediction orders and steplengths accordingly.

8. Multiple shooting

For systems where the timemarching process is very computationally expensive, the real-time required
to find limit cycles can be reduced by parallelisation. Parallelisation can be applied in two different ways
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Plane 2

Plane 3

Plane 1
(a) Multiple standard shooting with 3 sections. (b) Multiple Poincaré shooting with 3 sections.
Each section is 7/3 long, where T is the current pe- The plane definition must be communicated be-
riod guess. fore timemarching is begun. The period is found

as a byproduct by summing the times required to
timemarch each section.

Figure 18: Multiple shooting methods, in which the limit cycle is split into n sections that are timemarched
separately. There are n starting states (black dots), which are iterated to minimise the combined norms of
the n residual vectors (dashed arrows).

(which can coexist): first, by splitting the state vector onto different processors and using single shooting
methods; second, by splitting the trajectory onto different processors and using multiple shooting methods.
The effect of the first parallelisation approach is simple, because the GMRES solver sees the timemarching
process as a black box. If parallelising the state vector makes the timemarching process m times faster, then
a limit cycle is found m times faster. The effect of the second parallelisation approach is more complicated,
however, and will therefore be investigated in this section.

Multiple shooting methods divide the limit cycle into n sections, which are timemarched separately from
the n different starting states [32]. In a similar manner to the single shooting methods, n states are found
by iteration, where the sum of the residual vector magnitudes is below a predefined tolerance (Figure 18).

The advantage of multiple shooting is that each matrix-vector product, which was previously evaluated
by timemarching one period, T', is now evaluated by timemarching n sections by 7/n. If separate processors
are used for each section, then each matrix-vector product evaluation is therefore n times faster.

The disadvantage of multiple shooting, however, is that the state vector is now n/N variables long, and
a GMRES solver will require roughly n times more matrix-vector products to converge to the solution [32].
This arises because the eigenspace corresponding to the bulk fluid motions is now n times larger, because
the eigenvalues of the monodromy matrix are the n'” roots of the Floquet multipliers, as shown in Figure
19.

Without preconditioning, the advantage and the disadvantage of multiple shooting almost cancel each
other out [32], although there is some additional speedup for highly unstable limit cycles, because the
multiple shooting matrices are better conditioned. This is because as n increases the Floquet multipliers
(both unstable and stable) tend to the unit circle when the n*" root is taken.

Invariant subspace preconditioning (section 4.1) can be used to offset the disadvantage of increasing
the state vector size, by reducing the number of matrix-vector products required per GMRES solve. As n
increases, so does the dimension of the invariant subspace that is required to maintain a set speed increase
[32], but the overall process, including preconditioner formation, can approach a linear speed increase with
n [32].

Figure 20 shows how the speed of continuation increases with a multiple shooting formulation, for varying
degrees of preconditioning. A preconditioner is formed and then the multiple Poincaré shooting formulation
is used to find 15 limit cycles with a fixed parameter step. The speed increase factor is defined as the
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Figure 19: Eigenvalues of the monodromy matrix for the multiple Poincaré shooting formulation, for 1, 2
and 4 sections. For a multiple shooting system with n sections, the eigenvalues are the n'” roots of the
Floquet multipliers.
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Figure 20: Speed increase for the multiple Poincaré shooting formulation against number of processors,
measured over 15 limit cycles with fixed parameter continuation. The speed increase factor is normalised
by the speed of the continuation with one processor and no preconditioning. The lines show the effect of
preconditioning with (k x Processors) converged eigenvalues. Speed increase factors are shown when the
time for preconditioner formation is excluded (left) and included (right).

real time to find the limit cycles, normalised by the equivalent real time when using one processor and
no preconditioned eigenvalues, SIF = (Real time); p,o. oeigs / (REALUIME),, poes (1xn)eigs: LN subspace
chosen for preconditioning corresponds to the (k x n) eigenvalues furthest from (-+1,0), and the eigenvalue
tolerance is 1073,

Without preconditioning (k = 0), there is no speed increase with multiple processors, for the reasons
described in the previous paragraphs. With preconditioning, there is a significant speed increase. When
k =1, the preconditioner gives a speed increase factor of 1.5 — 2.0, even though the preconditioner is fast to
compute (hence the k£ = 1 lines are almost the same in both halves of Figure 20). As in Figure 19, there is
a Floquet multiplier close to (++1,0), which means that the Jacobian matrix has an eigenvalue close to the
origin. When k£ = 1 the eigenvalue close to the origin is moved, significantly reducing the condition number
of the Jacobian matrix and increasing the rate of convergence (section 7.4.2). When k increases, the speed
increase factor also increases, but for this test case there is little difference between the speed for two and
four processors. The preconditioners also take longer to form, resulting in greater differences between Figure
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20(a) and (b) at high k and high n.

Multiple shooting formulations can therefore reduce the time required to form a bifurcation diagram when
used with preconditioning. The overall speed increase depends on the time taken to form the preconditioner
and on the number of limit cycles that it can be reused for. When generating most bifurcation diagrams,
the stability of the limit cycles is of great importance, and it is therefore likely that the Floquet multipliers
will be calculated every few cycles. In this case the preconditioner is generated for negligible extra cost.

9. Conclusions

This paper shows that matrix-free continuation methods can calculate limit cycles efficiently for ther-
moacoustic systems with (O(10%) variables. Continuation methods track the limit cycles and bifurcations
of the system as parameters vary, in order to find the stability limits of the system over a wide parameter
range. The methods operate solely in the time domain, which does not require the single-frequency in
single-frequency out assumption used in the FDF method.

Thermoacoustic and fluid systems are dissipative, which makes them particularly suitable for a matrix-
free iterative method with GMRES. The iterative method converges quickly to limit cycles by implicitly
using a ‘reduced order model’ property. In other words, GMRES preferentially uses the influential bulk
motions of the system, whilst ignoring features that are quickly dissipated in time. When combined with
preconditioning and higher order prediction techniques, the iterative method generates bifurcation diagrams
with modest computational time. For larger systems, or where timemarching is expensive, multiple shooting
may be used to speed up the process of taking matrix-vector products.

A software package is written in C++ to perform matrix-free continuation of generic time dependent
systems. A thermoacoustic model of a ducted 2D diffusion flame is used as a test case, with 475 variables.
The continuation method converges quickly to limit cycles. The finite difference and first variational matrix-
vector products give almost identical convergence for this test case, but this may not be true for models
with stronger nonlinearities.

The continuation methods are used to generate a surface of limit cycles for the ducted diffusion flame,
as two system parameters vary. Both subcritical and supercritical Hopf bifurcations are found. The mode
shapes of the limit cycles are given directly by the continuation method. The mode shapes of any instability
to the limit cycles are given by the Floquet multipliers. Examination of the mode shapes gives physical
insight into the nature of the coupled flame-acoustic interaction.

When compared to the FDF method, the continuation method is more efficient in finding limit cycles
when studying the effect of the flame operating condition. This is because the FDF is valid for all acoustic
operating conditions, but only one specific flame operating condition. The FDF must therefore be recalcu-
lated at each new flame operating condition. The continuation method, however, is equally fast for changes
in acoustic or flame operating conditions. It can therefore be used to study the sensitivity of stability limits
to general changes in acoustic or flame operating conditions.

This paper provides a new, quick, and versatile method for finding limit cycles of reasonably sophisticated
models of thermoacoustic systems. Furthermore, with increased computing power, it readily scales up to
larger models.
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