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1 Introduction

The current project fits within a larger research project carried out by [include Alex
separately??] Prof. Matthew Juniper and his research group. The aim of the main
project is to develop a robust and fast algorithm to extract maximum information from a
noisy and sparse 4D flow-MRI scans of blood flow.

4D flow-MRI is a flow imaging technique that captures blood flow velocity field in temporal
and 3 spatial dimensions. The detailed data could be used to accurately estimate important
haemodynamic parameters and diagnose disorders [1]. However, the scans suffer from
excessive measurement noise - especially at high resolutions - so, averaging over long
acquisition times is required to produce a scan of acceptable quality.

A physics-based flow reconstruction algorithm suggested in [2] could increase the spatial
and temporal resolution of the scans while also decreasing acquisition times by a factor
of 10-100, making the imaging technique practical. Additionally, the assimilated digital
twin of the flow could be used to accurately estimate haemodynamic parameters (such as
pressure, wall shear stress, cardiac output, etc.) that would otherwise require multiple
different measurement methods.

The reconstruction algorithm solves a generalised Bayesian inverse Navier-Stokes (N-S)
problem. The central component of the algorithm is the forward problem solver. Here,
the forward problem is the steady N-S problem (defined in subsequent chapter). This
project aims to improve the existing forward solver used in [2]. The proposed solver uses
finite element method (FEM) and diffuse domain method (DDM) [3]. It is implemented
in C++ programming language using deal.II (C++ library for FEM) and PETSc (parallel
computing toolkit), and is based on a draft version of Stokes problem solver developed by
other students who have previously worked on the project.

1.1 Motivation

A wide variety of CFD software packages (e.g. OpenFOAM, ANSYS, COMSOL, etc.) are
available that could be used as the forward problem solver in the reconstruction algorithm.
However, to develop an efficient reconstruction algorithm, we need a forward solver that
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has been designed and optimised speci�cally for inverse problems. In particular, the
following points are considered:

ˆ computation of the gradients with respect to the unknown model parameters -
boundary geometry, boundary conditions, and uid viscosity,

ˆ a general robust solver independent of domain geometry,

ˆ reconstructed ow �eld is improved with each inverse problem iteration starting
from an initial guess. So, a rough idea of the 'true' ow �eld is available at each
iteration and can be used to aid the forward solver (multiple forward problems are
solved at each iteration).

In this project, a new solver is suggested and implemented that is independent of the
domain geometry, improves on the existing solver used in the reconstruction algorithm,
and o�ers a way of taking advantage of the available information about the ow �eld in
the reconstruction loop to simplify the inverse problem formulation (eliminates the need
of inferring Neumann boundary condition at the outlets (see Section 4.2).

1.2 Flow �eld reconstruction & existing solver

An initial version of the reconstruction algorithm has been developed in [2]. This ver-
sion assimilates 3D ow-MRI data (no temporal variation) into a steady Navier-Stokes
problem. Their ow �eld reconstruction based on low signal-to-noise-ratio ow-MRI data
is comparable to high SNR data (Fig. 1) even at high Reynolds number (Re = 1526),
where the ow has a complicated structure. The reconstruction algorithm improves on the
existing alternatives by treating the geometry of the ow �eld domain (e.g. blood vessel)
as an unknown. The geometry is implicitly represented by a signed distance �eld (SDF),
which allows straightforward computation of the gradient with respect to the geometry by
perturbing the SDF.

The forward solver uses a stabilised cut-cell formulation [6], with an additional Grad-Div
stabilisation [Ols+09] . Grad-div stabilisation both stabilises and preconditions the linear
system resulting from Galerkin �nite element approximation. With the cut-cell method,
the mesh does not have to be �tted. Instead, a uniform regular mesh is used. Additionally,
the boundary conditions are weakly imposed using Nitsche's method as described in [6].
The formulation also deals with the instabilities arising from arbitrarily small cut-cells
that could form on the boundary.

The velocity and pressure function spaces areboth discretised using �rst order Lagrange
elements (Q1 - linear elements), in contrast to the Taylor-Hood element, that is typically
used for the Navier-Stokes problem,[Taylor, Hood] where velocity has one order higher
elements (e.g. Q2 for velocity and Q1 for pressure). As a consequence, the resulting
system is inf-sup unstable[Bre08] . This is resolved by adding stabilisation to the original
formulation in form of continuous interior penalties (CIP; see section 3.2 of [6]).
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Figure 1: The �gure shows low signal-to-noise-ratio (SNR) data from ow-MRI (�rst row),
the reconstruction based on the low SNR data (second row), and the high SNR data (third
row) of the u,v,w, components of velocity. The Reynolds number is 1526. Taken from [2].

While the cut-cell formulation o�ers a generalised treatment of problems with complex
geometries, it has a few severe drawbacks:

ˆ FEM integrals over cut-cells (cells on the boundary) require deriving PDE-speci�c
expressions that depend on the discretisation used (for details see section 5.2.2 and
appendix D of [7]). The number of these expressions and their complexity quickly
grows with the polynomial order of the elements. This limits the use of high-order
elements, in particular Taylor-Hood element.

ˆ The cut-cell formulation is restricted to a uniform grid (i.e. all the cells have the
same size), which eliminates the possibility of adaptive mesh re�nement. Thus,
resolving a small length-scale feature in a part of the domain would require having a
�ne grid everywhere, which signi�cantly increases the computational burden.

The proposed solver based on DDM o�ers the same simpli�cations of the cut-cell method,
while avoiding the drawbacks. Additionally, in the limit of in�nitesimal di�use boundary,
DDM formulation becomes equivalent to the cut-cell. Therefore, we take the cut-cell
formulation of the existing solver as the basis for the DDM formulation.
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1.3 Di�use domain context

The geometry of the problem domain is one of the variables being inferred by the re-
construction algorithm. This means that the geometry changes at each inverse problem
iteration. If a mesh is �tted to the geometry, it would be required to re-�t at each iteration.
Additionally, computing derivatives with respect to the geometry requires working on a
larger domain that embeds the original one, which adds another complication for the �tted
mesh approach. A possible way to solve these issues is to use a larger domain to embed
and implicitly represent the original domain, such as the cut-cell method.

DDM o�ers an alternative way. It is a relatively new approach [3] for solving partial
di�erential equations in complex or moving (varying) geometries. With DDM, it is not
necessary to �t a mesh to the problem geometry. Instead, the geometry of interest 
 is
embedded into a larger, regular domainI (quadrilateral cells in 2D and hexahedral cells
in 3D), and is implicitly represented by its characteristic (or phase �eld) function (see Fig.
2). The weak form of the original problem is then reformulated inI using the phase �eld
function of 
, and di�use domain approximation to the volumetric and surface integrals
of 
. The phase �eld function smoothly varies over the boundary of 
, @
, from 0 to 1,
creating a di�use boundary.

Figure 2: Illustration of the di�use domain. Original domain 
 is immersed in
background regular gridI . The variation of the phase �eld function of 
 over the thin
di�use boundary is also visualised. Cells su�ciently far from@
 are essentially inactive,
therefore, an e�ective background domain can be de�ned that only contains the active

cells (I 0).

Since the boundary of the geometry is not explicitly captured by the grid, boundary
conditions cannot be imposed directly (strongly). To address that, we combine Nitsche's
method (weak imposition of boundary conditions) [5] with existing methods of imposing
boundary conditions in di�use domain [8], [4], [9] to obtain higher convergence rates.
We suggest a method for deriving DDM formulation from the Nitsche weak form. In
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Figure 3: Illustration of the di�use domain. Physical domain 
 is immersed in
background gridI . Di�use boundary thickness is� = 4h, whereh is the cell size.

particular, apart from applying the di�use domain approximation to the integrals appearing
in the weak form, we add appropriate factors to the Nitsche terms. The proposed DDM
formulation is based on the weak form of the N-S problem in [2], which is an extension of
the cut-cell Nitsche formulation for the Oseen problem in [6]. This approach for deriving an
appropriate DDM formulation is similar to [Nguyen] , where di�use Nitsche formulation
is suggested for a Poisson problem. However, unlike the approach in the paper where
the optimal value of the Nitsche coe�cient is found empirically, we keep the value of the
original Nitsche coe�cient from cut-cell formulation, and scale it based on the di�use
boundary thickness� (through asymptotic matching).

2 Di�use domain and geometry

2.1 Mathematical description

In di�use domain method (DDM), the domain of the original problem 
 is immersed
into a larger, regular grid I . Furthermore, it is implicitly approximated by a phase �eld
function:

� (x ) =
1
2

�
1 � tanh

�
3r@
 (x )

�

��
; (1)

wherer@
 (x ) is the signed-distance �eld of@
 [explain what a signed distance is],
[make a �gure with signed distance �eld] , and � is a free parameter that sets the
thickness of the di�use boundary (see Fig. 3). The signed distance function of boundary
@
 gives the closest distance between the tip of the position vector and the boundary
itself. It is de�ned positive outside the domain 
, and negative inside (see Fig. 4). The
expression in Equation 1 comes from[Li et al.] .

This is a convenient representation of the domain of the problem, since the same background
grid can be used for any domain that is contained within the grid. Therefore, the grid
used in the reconstruction algorithm would stay �xed throughout the assimilation, while
the actual geometry of the domain changes with each iteration.
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Mathematically, applying the di�use domain has the following e�ect: the integrals over
the original domain and its boundary are approximated with the these expressions:

Z



(?) dx !

Z

I
� � (?) dx and

Z

@

(?) dx !

Z

I
jr � j � (?) dx; (2)

where (?) is a function being integrated,� is the phase �eld function de�ned above, and
jr � j is the magnitude of the phase �eld gradient. Conveniently, this converts all the
integrals to a volumetric integral over the background gridI , which allows computing
them by only iterating over the cells ofI . Note that � is essentially an approximation
to the Heaviside function of 
, H 
 � � . While jr � j is an approximation to the delta
function de�ned on @
, � @
 � jr � j (see Fig. 5 and 6).H 
 and � @
 are de�ned as

H 
 (x ) =

(
0 if x 62


1 if x 2 

; such that

Z

I
(?) � H 
 (x ) dx =

Z



(?) dx ; (3)

(
� @
 (x ) = 0 if x 62@


� @
 (x ) ! 1 if x 2 @

; such that

Z

I
(?) � � @
 (x ) dx =

Z

@

(?) dS : (4)

Figure 4: Illustration of the signed distance �eld of a sphere of radius 0:45. A clip
through the background gridI (a cube with side 1.8) perpendicular to thex � axis. The
minimum signed distance value is� 0:45 at the centre of the sphere, while the maximum

is � 1:1 at the corners of the cube. The contour ofr@
 = 0 is the boundary of 
.
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Figure 5: A line plot over thex-axis. Convergence of the phase �eld function,� , to the
Heaviside function,H 
 . Here, I = [ � 0:9; 0:9]3, and 
 = Ball(0; 0:45), i.e. the interface is

at x = 0:45 andx = 1:35.

Figure 6: A line plot over thex-axis. Convergence of the gradient of the phase �eld
function, jr � j, to Dirac delta, � @
 . Here, I = [ � 0:9; 0:9]3, and 
 = Ball( 0; 0:45), i.e. the

interface is at x = 0:45 andx = 1:35.

Figures 5 and 6 demonstrate the convergence of the phase �eld function and its gradient
to the Heaviside function and Dirac delta, with successive grid re�nements. The plots are
made for I = [ � 0:9; 0:9]3, and 
 = Ball( 0; 0:45).

2.2 Numerics and veri�cation

The accuracy of the di�use domain integral approximations (Equation 2) depends on
the value of � - lower � gives higher accuracy. To ensure that the approximation is valid,
the size of the cells on the boundary has to be su�ciently small, such thatjr � j is well
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resolved; an optimal relationship between di�use boundary thickness and the cell size at
the boundary is � = 4h [4]. Additionally, the background grid must extend outside the
physical domain by more than� 3� , such that the phase �eld gets su�ciently close to
zero.

The validity of the approximation can be veri�ed by a convergence test. When (?) � 1,
the integrals in Equation 2 evaluate to the volume and the boundary surface area of 

respectively. Each integral approximation can be calculated numerically with (?) � 1 for
successive re�nements of the mesh. Since� = 4h, � is decreased at the same time withh.
In the tests, we set the ratio�=R, compute the di�use domain approximation and compare
it to the true values of the integrals. The tests are carried out inR3. A ball of radius
R = 1 is used for 
. Figures in 7 demonstrate the dependence of the relative error of the
approximation,

Rel. error in s



=

R
R3 � (x ) dx

4
3 �

� 1 ; (5a)

Rel. error in s
@


=

R
R3 jr � (x )j dx

4�
� 1 ; (5b)

on the ratio �=R.

Figure 7: Relative error in the di�use domain approximation of the volumetric and
surface integrals,

R

 and

R
@
 . The approximation has second order convergence to the

true value for both integrals. The error is low even for signi�cantly under-resolved
approximation (�=R = 1): rel. error in s
 � 30%, rel. error in s@
 � 10%

The error plots show that the approximations converge to the true values of the integrals
when �=R ! 0. Furthermore, the relative error of the approximations is low even for
poorly resolved boundaries (�=R = 1). While the tests were only carried out for a ball
in 3D, the general results con�rming the validity of the approximations apply to other
domains as well.
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